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Abstract 
We investigated how the properties of lexical items, which 
label object features, affect concept tokening. We addressed 
this issue by modeling data from three sources: (1) norms 
obtained from a dataset of 78,000 features to a set of pictures 
representing living and nonliving objects; (2) accuracy data 
from a picture-word priming congruency task with stimuli 
presented for 50-60 milliseconds; and (3) corpus data on the 
lexical properties of four different social usage count measures. 
We conducted two sets of analyses: one relying on sample 
count-based measures (i.e., measures based on the norming 
study: sample frequency, cue validity, feature distinctiveness), 
and a second relying on the social usage count-based measures 
(i.e., word frequency (WF), contextual diversity (CD), 
discourse contextual diversity (DCD), and user contextual 
diversity (UCD). Contrasting count and social usage-based 
measures allowed us to gain insight into the contribution of 
diverse semantic and socially oriented contextual measures of 
lexical items, and how they may affect concept tokening. Our 
results show that cue validity and feature distinctiveness were 
negative predictors of participants’ accuracy to congruency 
decisions—an effect which was more pronounced for 
distinctive features of living things. There was also a noticeable 
advantage for the UCD and DCD variables, over CD and WF. 
Overall, our results suggest that the conceptual system may be 
organized as a function of both, intrinsic properties of object 
features and usage based contextual measures of lexical items 
that label these features. 

Keywords: concepts; objects; features; prototype theory; 
word-picture congruency; lexical frequency; contextual 
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Introduction 
What is in a concept? And how are concepts attained through 
vision and language? It is now virtually a consensus that the 
content of a concept is, to a large extent, determined by the 
features of the concept’s referent (pace atomism; see Fodor 
& Pylyshyn, 2015). To wit, the idea is that the content of a 
concept such as DOG is determined by its purported 
constitutive features—the likes of bark, fur, pet, and 
canine—whether they are necessary or not (e.g., Smith & 
Medin, 1981; Moss, Tyler, & Taylor, 2007; Tyler & Moss, 
2001; Rogers & McClelland, 2004). But what role does a 
feature play in accessing an object concept? If the feature 

bark is indeed a constituent of the concept DOG, does 
recognition of the word “bark” provide access to the content 
of DOG? And to what extent do properties of a lexical label—
viz., the word “bark” for the feature bark—influence access 
to its host concept DOG?  

In order to address these questions, we modeled data from 
three main sources: (1) norms obtained from a dataset of 
78,000 features produced by 100 participants (Antal & de 
Almeida, 2022a) who were presented with a set of pictures 
representing living and nonliving objects (Snodgrass & 
Vanderwart, 1980); (2) accuracy data from 71 participants 
who performed a picture-word priming congruency (PWPC) 
task with stimuli presented for 50-60 milliseconds (Antal & 
de Almeida, 2022b) and (3) corpus data on the lexical 
properties of two types of features: salient (i.e., those that 
have greater probability of occurrence in concepts, based on 
the norming task) and non-salient ones (i.e., features selected 
based on their low-probability of occurrence). The corpora 
data were obtained relying on four methods: (a) word 
frequency (WF), (b) contextual diversity (CD; see Adelman, 
Brown, & Quesada, 2006), (c) user contextual diversity 
(UCD; Johns, 2021a.), and (d) discourse contextual diversity 
(DCD; Johns, 2021a). Data from WF, CD, UCD and DCD 
were obtained from 334,345 Reddit users who produced at 
least 3,000 comments each, across 30,327 subReddits, 
yielding approximately 55.7 billion words (Johns, 2021a).  

Our investigation was motivated by the purported key role 
that features of concepts may play in concept tokening (that 
is, in the process of accessing the content of a concept). 
Consider, for instance the process of concept tokening 
depicted in Figure 1. The figure represents the two main ways 
in which a concept can be tokened perceptually—i.e., 
visually, upon seeing a referent, and linguistically, via its 
lexical label. The products of both, object recognition and 
word recognition systems, in principle, make contact with 
similar content, at a minimum the concept DOG. But if bark 
is a salient feature of the concept DOG, does it provide access 
to DOG after it’s lemma (in principle “bark”) is processed? 
We reasoned that if the content of a concept is in large part 
determined by its constituent features, a lexical label 
representing its most salient feature should also yield access 
to its associated concept. This prediction is embedded in a 



 

 

host of concept theories that rely on feature weights, as well 
as the strengths of links in a network between concepts or 
between concepts and their features (e.g., Quillian, 1967; 
Smith & Medin, 1981; Tyler, Moss, Durrant-Peatfield, & 
Levy, 2000; Rogers & McClelland, 2004). Our prediction is 
that the stronger the representation of the associated feature, 
the faster and more accurate should the concept tokening 
process be.  

 

This prediction is also informed by usage-based or 
distributional semantic models (DSMs) which place the 
burden of conceptual representation (viz., word meanings) on 
the patterns of lexical use. According to these models (e.g., 
Lund & Burgess, 1996; Landauer & Dumais, 1997, Johns, 
2021b), the semantic/conceptual system is built by the 
strength of lexical co-occurrences in discourse, yielding  
representations in multidimensional space that capture the 
semantic relations between words (see, e.g., Jones, Kintsch, 

& Mewhort, 2006). Crucially, DSM models take advantage 
of the frequencies of words across contexts, relying on large 
corpora, while emphasizing the role that these contexts play 
in building semantic representations and their relations.  

We conducted generalized linear mixed-effects models to 
investigate the role of sample count-based measures (i.e., 
measures based on the norming study: sample frequency, cue 
validity, feature distinctiveness), and social usage count-
based measures (i.e., measures based on corpus data: WF, 
CD, UCD, DCD) during the earliest moments of feature-to-
concept tokening. Our goal was to understand what type of 
information might be accessed at the moment object and 
word recognition are attained simultaneously, that is, at the 
first 50-60 milliseconds of perceptual encoding (e.g., Potter, 
2018). 

Method 

Picture-Word Priming Congruency Task 
The behavioral data analyzed here was taken from a separate 
study employing a picture-word-priming congruency task 
(PWPC) task with 71 participants (F = 52; Mage = 25; SDage 
= 8; Antal & de Almeida, 2022b. In this study, participants 
were presented with picture-word pairs to judge whether the 
items were related to each other. Pictures and target words 
were presented simultaneously with a 10 ms asynchrony 
accounting for their different recognition times, with objects 
presented for 50 or 190 ms and words for 60 or 200 ms. For 
each picture, one of four word probes was presented for 
congruency decision: the basic level category label (dog), a 
high-salient (most frequent: bark), a low-salient (less 
frequent: fur), or a superordinate category label (animal; see 
Figure 2). The rationale for using the PWPC task is that a 
decision to a picture-word pair relies on accessing the content 
of the word as it relates to the content of the depicted object.  

In the present paper, we report analyses from accuracy 
responses to congruency decisions for the high- and low-
salient features presented in the 50/60 ms condition. We 
focused on 50/60 ms condition because this timepoint 
allowed us to probe the nature of the information that is 
accessed during the early moments of object recognition. 
Crucially, investigating the earliest moments of concept 
tokening allows for a distinction between elucidating what 
kind of information arises at the moment objects are 
recognized (i.e., at the moment of concept “activation”), from 
information that arises from potential inferences triggered by 
the concept, but which may not be part of the content of the 
concept itself (viz., knowing that dogs bark; Fodor, 1983; de 
Almeida & Antal, 2021; de Almeida & Lepore, 2018).  

Object concepts were divided into living and nonliving 
categories: half of the pictures represented images of living 
things (e.g., animals, vegetables, fruits), while the other half 
represented images of nonliving things (e.g., furniture, tools, 
clothing). This distinction was included for several reasons. 
First, living and nonliving superordinate categories allow for 
generalizations across major concept categories. Second, 
living things are assumed to share more features between 

Figure 1:  Schematic representation of the concept 
tokening process by vision and language; the cloud 
represents the featural hypothesis about the concept 
DOG, with circle size representing feature saliency. 

Figure 2: Time-course of events for each trial in the picture-
word priming congruency task. The words presented with 
the image were either a basic level label (e.g., dog), a high 
salient feature (e.g., bark), a low salient feature (e.g., fur), 

or a superordinate category label (e.g., animal). 



 

 

themselves, and encompass a larger number of features than 
nonliving things—potentially facilitating the tokening of a 
concept (Farah, McMullen, & Meyer, 1991; Moss, Tyler, & 
Taylor, 2007). Third, impairments to living and nonliving 
categories is one of the most well-documented kinds of 
double dissociations in cases such as Alzheimer’s (e.g., see 
de Almeida, Mobbayen, Antal, Kehayia, Nair & Schwartz, 
2021) and brain lesions due to vascular accidents, traumas, or 
infections (e.g., see Mahon & Caramazza, 2009). As such, the 
pattern of dissociations obtained from patients with different 
aetiologies suggest that the functional architecture of the 
unimpaired conceptual system takes living and nonliving 
things as representing a major distinction between the 
representation of categories in the brain—thus, motivating a 
distinction in materials and analyses.  

Features of Object Concepts: Norming Data 
The lexical labels presented for each picture were determined 
through a norming study conducted with 100 participants (F 
= 47, Mage = 39; SDage = 12; Antal & de Almeida, 2022a). In 
this study, participants were presented with all 260 line 
drawings from the Snodgrass and Vanderwart’s (1980) 
picture set and had to perform three tasks: (1) name the object 
depicted in the picture, as briefly and unambiguously as 
possible (e.g., dog); (2) categorize the object using a general 
term—targeting superordinate responses (e.g., animal), and 
(3) list three features (e.g., physical, sensory, functional 
properties) that came to mind, regarding the object that was 
presented to them. For all tasks, participants were instructed 
to respond using only one word for phase of the task, and to 
use the first word that came to mind (or the first three in the 
case of features). The semantic features and categorization 
norms allowed us to gather a total of 78,000 features.  
 
High- and Low-Salient Features. Based on these norms, the 
high- and low-salient lexical labels were determined through 
a ranked weighted response system. Specifically, the feature 
that was listed first by a given participant received a score of 
3, the second feature received a score of 2, and the last feature 
a score of 1. These scores were then multiplied by the number 
of participants responding a given feature in their ranked 
position. Finally, their products were summed across all 
ranked positions and divided by the total number of 
participants. This yielded the final naming agreement for a 
given target feature. For instance, in response to the picture 
‘banana’, 87 individuals responded yellow as the first feature, 
12 as the second feature, and 1 as the third feature. As such, 
87 was multiplied by 3, 12 was multiplied by 2, and 1 was 
multiplied by 1. Their products were then summed (i.e., 286) 
and divided by the total number of participants (i.e., 100), for 
a naming agreement value of 2.86. Low-salient targets were 
determined by taking the feature corresponding to half of the 
naming agreement value of the high-salient feature. In cases 
where no feature precisely matched that naming agreement 
value, the feature with the closest lower value was taken to 
be the target. In cases of a tie between two features (i.e., those 
corresponding to precisely half of the naming agreement 

value of the high-salient feature), the feature that was a 
constituent part of the object depicted in the picture was taken 
to be the target. 
 
Cue Validity and Feature Distinctiveness. We also 
computed cue validity and distinctiveness values for each of 
the high- and low-salient features. Cue validity scores were 
devised by dividing the sum of the production frequency for 
a given feature for a particular picture (e.g., fur for the dog 
picture) by the total production frequency for that feature, 
across all 260 pictures (Rosch, 1978; Rosch & Mervis, 1975; 
Reed, 1972). Distinctiveness was defined as the inverse of the 
total number of pictures that a given features appears in 
(Tyler et al., 2013; Randall, Moss, Rodd, Greer, & Tyler, 
2004; Devereux, Taylor, Randall, Geertzen, & Tyler, 2016). 
 
Feature Subcategory. In addition to obtaining lexical labels, 
the norming study also allowed us to classify all lexical labels 
for the high and low salient features according to 10 
properties that the labels express about the target object: 
visual (e.g., red for apple), taste (e.g., sweet for cake), sound 
(e.g., purr for cat), substance (e.g., metal for hammer), 
dimension (e.g., large for elephant), shape (e.g., round for 
ball), part-to-whole (e.g., leg for table), function (e.g., warm 
for glove), quality (e.g., soft for bed), and concept-association 
(e.g., bread for toaster).  

Lexical Properties of Corpora Measures 
We relied on four different social usage count measures of 

lexical strength in our models: (1) WF, (2) CD, (3) DCD, and 
(4) UCD. All were attained from a large corpus of Reddit 
comments analyzed by Johns (2021a). Word frequency is 
number of occurrences of a word across all comments in the 
Reddit corpus. CD is the number of comments a word 
occurred in (roughly analogous to a context size of a 
paragraph). The DCD count is the number of discourses 
(operationally defined here as a subreddit) that a word was 
used in (has a maximum value of 30,327, which is the total 
number of subreddits contained in the corpus), while UCD is 
the total number of users who used a word in their comments 
(a maximum value of 334,345, the total number of user in the 
corpus. Each variable used in the analysis was reduced with 
a natural logarithm, consistent with past research (Adelman 
& Brown, 2006; Jones, Johns, & Recchia, 2012). 

Data Analyses 
We first explored how the properties of lexical items, 

which label object features, may influence concept tokening. 
We investigated this question in two separate analyses: (1) 
one relying on the sample count-based measures and (2) a 
second relying on the social usage count-based measures. For 
the count-based measures, we hypothesized greater accuracy 
for object features that are stronger and more salient to the 
representation of the concept. In particular, we predicted that 
object features that are high in cue validity and 
distinctiveness would signal stronger category membership 
and would thus lead to more accurate concept tokening. 



 

 

Moreover, for the social usage count-based measures, if 
lexical-semantic information is organized in large part due to 
the social environment (i.e., language use), we predicted that 
the UCD and DCD measures should lead to better concept 
tokening and should thus better predict accuracy to 
congruency decisions. We then conducted exploratory 
analyses on feature subcategories (e.g., visual, taste, sound, 
shape, substance, dimension, part-to-whole), aiming to 
understand the role played by these subcategories in concept 
tokening, as measured by accuracy on congruency decisions.  

 To investigate these questions, we analyzed participants’ 
accuracy on the PWPC task with binomial generalized linear 
mixed-effects (GLME) regression models, using the lme4 
package (Bates, Maechler, & Bolker, 2013) for the R 
statistical programming environment (R. Dev Core Team, 
2021). Our first model estimated the effect of sample count-
based measures, by including living/nonliving, sample 
frequency, cue validity, and feature distinctiveness as fixed 
effects. For the social usage count-based measures, we fitted 
four different models, one for each of the corpora measures: 
(1) WF, (2) CD, (3) UCD, and (4) DCD. Each of these models 
included living/nonliving and the corpora measure of interest 
as fixed effects. Given the large variability in scaling, the 
corpora measures were log-transformed. As such, all of the 
social usage count-based models relied on log-transformed 
data. Our last model estimated the effect of feature 
subcategories, by entering living/nonliving and feature 
subcategory as fixed effects. All models included random 
intercepts for subjects and items, as justified by the likelihood 
tests. We derived p-values for all main effects and 
interactions using the Likelihood Ratio Test by comparing 
the full model with all our fixed effects of interest to a 
reduced model excluding the relevant term (Winter 2013, 
2019). Planned comparisons were conducted using the 
emmeans package with Tukey’s correction (Lenth et al., 
2018). All figures were created using ggplot2 (Wickham, 
2016). 

Results and Discussion 
Prior to conducting analyses, participants’ overall accuracy 

to congruency decisions were screened. All participants 
scored above chance (i.e., above 50%) and were thus kept for 
all analyses. 

Sample Count-Based Measures 
The full model was compared to a null model consisting of 

only random predictors and was found to provide a 
statistically significant better fit to the data, χ2(4) = 83.92, p 
< 0.001, R2 = 0.22, 95% CI [0.00, 0.45]. There were also 
significant main effects of living/nonliving, sample 
frequency, and cue validity, as well as a living/nonliving by 
feature distinctiveness interaction (see Table 1). As 
predicted, participants were more accurate when presented 
with items from living categories. In particular, the odds of 
correct congruency decisions for living things were 1.61 
times that of nonliving things. Interestingly, as features 
increased in cue validity, participants’ accuracy significantly 
decreased. A similar effect was also found with feature 
distinctiveness, whereby participants’ accuracy significantly 

Table 1. Generalized linear mixed effects regression for the sample count-based measures. 

Predictors β SE β z-value OR 95% CI of OR Null Comparison 
Intercept 0.52 0.14 3.64 1.68 [1.27, 2.22]  
Living/Nonliving 0.47 0.14 3.52 1.61 [1.22, 2.11] χ2(1) = 11.10, p < 0.001 * 
Sample Frequency 0.01 0.01 5.60 1.01 [1.01, 1.02] χ2(1) = 31.45, p < 0.001 * 
Cue Validity -0.74 0.29 -2.54 0.48 [0.27, 0.84] χ2(1) = 6.41, p = 0.01 * 
Distinctiveness -0.73 0.52 -1.41 0.48 [0.17, 1.33] χ2(1) = 1.98, p = 0.16 
Living/Nonliving x Sample Frequency -0.10 0.14 -0.69 0.91 [0.69, 1.20] χ2(1) = 0.47, p = 0.50 
Living/Nonliving x Cue Validity -0.39 0.34 -1.13 0.68 [0.35, 1.33] χ2(1) = 1.26, p = 0.26 
Living/Nonliving x Distinctiveness -1.30 0.62 -2.10 0.27 [0.08, 0.92] χ2(1) = 4.42, p = 0.04 * 

Figure 3: (A) Mean correct accuracy for congruency 
decisions between living and nonliving objects. 

Participants’ accuracy as a function of log sample 
frequency (B), cue validity (C), and feature distinctiveness 

(D), across living and nonliving categories. Error bars 
correspond to 95% CI of group means. 
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decreased as features increased in distinctiveness—an effect 
which was more pronounced for living things (see Figure 3). 

 In fact, these two measures seem to go in the same 
direction, as they are strongly correlated (r = 0.65). Although 
seemingly paradoxical, the living/nonliving by 
distinctiveness interaction effect has also been found by 
Randall et al. (2004). According to Randall et al., the 
disadvantage in processing distinctive properties of living 
things is due to their lack of correlation with other features 
(e.g., a lion’s mane is weakly correlated with other features), 
in comparison to nonliving things, which express highly 
correlated distinctive features. We propose an alternative 
interpretation. As several studies have shown (Wu, Crouzet, 
Thorpe, & Fabre-Thorpe, 2014; Poncet & Fabre-Thorpe, 
2014; Rogers & Patterson, 2007), under rapid categorization 
conditions (i.e., 60 ms or below, as in the present study), the 
conceptual system is attuned to general, superordinate 
information. The PWPC paradigm, with 60 ms presentation 
times, may constrain the quality and amount of perceptual 
information required for participants to judge the congruency 
between object and feature, which may depend on the 
processing of finer perceptual details. Therefore, presenting 
a specific feature (even a highly salient one) during the 
earliest moments of concept tokening may hinder accuracy, 
as one may require more time to analyze the constituent 
properties of the object concept. To wit, during the early 
stages, the conceptual system knows that a dog is an animal, 
but not that it barks.  

Social Usage Count-Based Measures 
Each of the corpora measure models provided a statistically 
significant better fit to the data than a null model consisting 
of only random predictors. Additionally, results revealed 
main effects for all four of the corpora measures, as well 
marginal interactions between living/nonliving and three of 
the corpora measures: WF, UCD, and DCD (see Table 2). As 
shown in Figure 4, while all of the corpora measures 
engendered greater accuracy for every unit increase in 
frequency, there is a noticeable advantage for the UCD and 
DCD variables, over CD and WF. In particular, the odds of 
correct congruency decision are markedly larger for the UCD 
and DCD variables (1.49 and 1.67, respectively), in 
comparison to those of WF and CD (both 1.17). Moreover, 
although there were no statistically significant differences 

between models for the individual variables, the UCD/DCD 
models explained a greater proportion of the variance in  
accuracy than the WF/CD models (R2: WF = 0.2179, CD = 
0.2165, UCD = 0.2243, DCD = 0.2204). Our results suggest 
that concept tokening may be affected by properties from the 
social environment. That is, as one experiences a given 
lexical item across many discourse contexts, and across many 
individuals within their social environment, the properties of 
that lexical item at the discourse (DCD) and user level (UCD) 
may, over time, become associated within the lexical-
semantic system as an organizing principle. Thus, words that 
are frequently used across individuals and discourses, in 
particular, lead to a facilitation in concept tokening.  

Feature Subcategories 
Our full model with fixed effects was found to provide a 
statistically significant better fit to the data than the null 
model consisting of only random predictors, χ2(15) = 92.08, 

Table 2. Generalized linear mixed effects regression for the social usage count-based measures. 

Predictors β SE β z-value OR 95% CI of OR Null Comparison 
Word Frequency (WF) 0.16 0.02 3.64 1.17 [1.12, 1.23] χ2(1) = 42.61 p < 0.001 * 
Contextual Diversity (CD) 0.16 0.03 6.34 1.17 [1.11, 1.23] χ2(1) = 41.23, p < 0.001 * 
User Contextual Diversity (UCD) 0.40 0.05 7.49 1.49 [1.34, 1.65] χ2(1) = 58.41, p < 0.001 * 
Discourse Contextual Diversity (DCD) 0.51 0.07 7.13 1.67 [1.45, 1.92] χ2(1) = 52.45, p < 0.001 * 
Living/Nonliving x WF -0.09 0.05 -1.76 0.92 [0.83, 1.01] χ2(1) = 3.05, p = 0.08 . 
Living/Nonliving x CD -0.08 0.05 -1.67 0.92 [0.83, 1.01] χ2(1) = 2.75, p = 0.10 
Living/Nonliving x UCD -0.20 0.11 -1.83 0.82 [0.66, 1.01] χ2(1) = 3.34, p = 0.07 . 
Living/Nonliving x DCD -0.28 0.15 -1.88 0.76 [0.57, 1.01] χ2(1) = 3.47, p = 0.06 . 
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Figure 4: Participants’ accuracy on congruency decisions as a 
function of word frequency (A), contextual diversity (B), user 

contextual diversity (C), and discourse contextual diversity 
(D), across living and nonliving categories. 

 



 

 

p < 0.001, R2 = 0.23, 95% CI [0.00, 1.00]. There were also 
significant main effects of living/nonliving (χ2(1) = 10.12, p 
= 0.002), feature subcategory (χ2(14) = 82.63, p < 0.001), as 
well as a living/nonliving by feature subcategory interaction 
(χ2(9) = 19.25, p = 0.02). There was a living things advantage 
(i.e., greater accuracy for living vs. nonliving) for items from 
the subcategory of dimension (OR = 2.08, p = 0.02), quality 
(OR = 2.49, p = 0.006), substance (OR = 1.79, p = 0.04), and 
visual (OR = 3.45, p = 0.07). Interestingly, a nonliving 
advantage was found for the subcategory of sound (OR = 
4.07, p = 0.01). Together, these results suggest an advantage 
for features that express perceptual properties—those which 
are more distinct in living things. It is also interesting to note 
that the nonliving objects within the sound subcategory were 
predominantly comprised of musical instruments, which in 
the category-specific semantic deficits literature have been 
shown to pattern with living things (Warrington & Shallice, 
1984; de Almeida et al., 2021, Zannino et al., 2007). 

Conclusion 
The goal of the present study was to investigate how the 
properties of lexical items, which label object features, affect 
concept tokening. We were interested in understanding the 
role of lexical strength of sample count-based measures 
(sample frequency, cue validity, feature distinctiveness) and 
social usage count-based measures (WF, CD, DCD, UCD) 
during the earliest moments of feature-to-concept tokening. 
Methodologically, our models relied on behavioral data from 
a PWPC task with short presentation times, allowing us to 
probe the properties of lexical items that label object features 
at a relatively ‘early’ point in the time course of conceptual 
processing. Beyond the sample-based measures, the inclusion 
of social usage-based measures allowed us to gain insight into 
the contribution of diverse socially oriented contextual 
measures of lexical items and how they may affect concept 
tokening. Our approach enabled us to understand the 
properties of the semantic system by relying on the 
combination of language usage data as well as behavioral 
data to tap into the earliest moments of concept tokening. 

Regarding the sample count-based measures, our results 
showed that cue validity and feature distinctiveness were 
negative predictors of participant’s accuracy to congruency 
decisions. Results showed that participant’s accuracy 
decreased as features increased in cue validity and in 
distinctiveness. This effect was more pronounced for living 
things, than nonliving things. Our results also showed that 
participants were more accurate when presented with object 
concepts from living categories—in particular when objects 
were paired with lexical items labeling features from the 
subcategories of dimension, quality, substance, and visual. 
We also found a nonliving advantage for object features from 
the subcategory of sound—an effect which has been 
consistently found in individuals with category-specific 
semantic deficits. For the social usage count-based measures, 
while all corpora measures were positive predictors of 
participant’s accuracy to congruency decisions, results 
revealed a noticeable advantage for the UCD and DCD 

measures, over WF and CD. Namely, the UCD and DCD 
measures accounted for a greater proportion of variance and 
engendered greater odds of correct responses in participant’s 
congruency decisions, in comparison to WF and CD. 

 Overall, our results seem to suggest that the conceptual 
system may be organized as a function of the principle of 
likely need similarly to the lexical system (see e.g., Adelman 
et al., 2006). That is, the features that occur frequently across 
objects, and whose labels are frequently used at the discourse 
and user level, have stronger representations and, 
consequently, lead to a facilitation in concept tokening. This 
may account for the UCD and DCD accuracy advantage over 
the WF and CD measures: if a feature label is used across all 
discourse types, and by many individuals, then that feature 
label should be more available within the lexicon, and thus 
should yield a faster interface with the conceptual system. A 
similar explanation can be made for the sample count-based 
measures. On the assumption that features which are highly 
shared (e.g., legs for living things) and which co-occur 
frequently (e.g., eyes and mouth) are repeatedly used in our 
social environment, the speed of concept tokening should 
reflect a graded increase that is a function of its usage, both 
at the discourse and user level. Therefore, given that the 
distinctive features of living things are not highly shared, nor 
do they co-occur frequently with other object features, they 
should engender slower interface with the conceptual 
system—an effect that was found in the present study (see 
also Tyler et al., 2007; Randall et al., 2004).  

It remains to be determined, however, whether distinctive 
features, whose lexical labels co-occur frequently at the 
discourse or user level, lead to faster concept tokening. For 
instance, although bark and udder are distinctive features of 
dog and cow, respectively, the co-occurrence of “dog” and 
“bark” may be much greater than that of “cow” and “udder”, 
at the user and discourse level. In fact, a simple collocate 
search on COCA (Davies, 2009) revealed that “dog” and 
“bark” co-occur 416 times per million, in comparison to 
“cow” and “udder”, which occurred only 41 times. As such, 
it is plausible to expect distinctive feature labels that co-occur 
frequently across discourses and users to engender faster 
concept tokening than those that do not.  

DSMs propose that lexical usage reflects semantic 
organization. These models postulate that “information about 
the meaning of hammer can be determined by observing the 
contexts in which it appears” (Jones et al., 2006). The 
methods we combine are important venues to explore the 
relationships between the lexical system and the concepts that 
words label.. It is not clear whether our results reflect a 
parallelism—or even a causal relation—between the factors 
determining lexical organization, such as the principle of 
likely need, and the way concepts are organized. We plan to 
explore these relationships in future iterations of our models. 
How concept tokening is affected by the interaction of 
various properties, namely, distinctiveness, sharedness,  
correlational structure (i.e., co-occurrences), and usage 
pattern in the social world, at both the discourse and user 
level, is an important topic for future research. 
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